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Outline of Lecture

» Scope of optimization in science,
engineering and commerce

Classical point-by-point approaches
Evolutionary population-based approaches

Scope of evolutionary approaches in
different problem solving tasks

» Conclusions
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Scope of Optimization in
Practice

» Optimal design &
manufacturing for
desired goals

» Major application in
engineering
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Scope of Optimization (cont.)

» Inverse Problems
» Output known, find input
» Often with a goal: minimize distortion, maintain
physics, occum’s razor (simplest) etc.
» Tomography, reconstruction, 3D from 2D images
» Lead to multiple solutions

Reverse current
in brain models
4 (Johnson, 2006)
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Scope of Optimization (cont.) Scope of Optimization (cont.)
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» Parameter
optimization for
optimal
performance

» System Modeling

ar
(@) ko= Bl Py At bl b o

as,
@) 8 = a8y Sy + mbs 15 ~mba,sSs

al
@) 2= “8als = b aly + Pasl

as
) 2= 7285 ~mba.aSs *mba,afs

» Scientific

experiments, _

com pl_.lter Smelting=Tiot air & steemaking® A

experiments, L. o

DOE points » And optimization ...
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Traveling Salesperson

Scope of problem

Optimization (cont.)

» Scheduling (combinatorial opt.)
» Supply chain management
» Process planning

Scope of Optimization (cont.)

» Optimal control

] 3 » Time-variant profiles
< U are to be found
» How to lower load?

Routing & Scheduling

N = » How to control temp,
AT pressure?
“«r. Injection - Pack.
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Scope of Optimization (cont.)

» Forecasting and prediction
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Scope of Optimization (cont.)

» Data mining (classification, clusterlng,
attern recogn|t|on)
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Scope of Optimization (cont.)

» Machine learning

» Designing intelligent
systems
» Learning systems
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Properties of
Practical Optimization Problems

> Non-differentiable functions and constraints
Discontinuous search space

Discrete search space

Mixed variables (discrete, continuous, permutation)
Large dimension (variables, constraints, objectives)
Non-linear constraints

Multi-modalities

Multi-objectivity

Uncertainties in variables

Computationally expensive problems
Multi-disciplinary optimization
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Different Problem Complexities
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Mixed variables
o

@ T @3 wareh, 2008

Classical Optimization Methods
and Past

» Exact differentiation & m%
root-finding method Linear regression: Tz
» Intractable and not y=mx+b T pomS
sufficient for practical B —
problems Feasthle Search Space

» Numerical algorithms

» Iterative and
deterministic

» Directions based on
gradients (mostly)

» Point-by-point

approaches
SR, MDO Short Course at Laajavuori 14
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Classical Methods (cont.)

» Direct and gradient
based methods

» Convexity assumption
» No guarantee otherwise

» Local perspectives

» Discreteness cause

Simplex search

problems
» Non-linear constraints

» Large-scale application
time-consuming

Steepest descent

» Serial in nature

.
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No Free Lunch (NFL) Theorem

—

» In the context of optimization
Wolpert and McCardy (1997)
Algorithms Al and A2

All possible problems F

Performances P1 and P2 using Al and A2 for a fixed
number of evaluations

» |P1=P2
» Generic softwares for optimization are useless
» But, NFL breaks down for a narrow class of
problems or algorithms

» Research effort: Find the best algorithm for a
class of problems
» Unimodal, multi-modal, quadratic etc.
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Evolutionary Optimization:
A Motivation from Nature

» Natural evolution +
genetics

» Guided search
procedure

» Offspring are created

mutation, crossover
etc.

» Good solutions are
retained and bad are
deleted

» Information is coded &

by duplication, Evolution

Genetics

LAl MDO Short Course at Laajavuori
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Evolutionary Algorithms as

Optl mizers » Mean approaches
- optimum
begin » Variance reduces

Solution Representation
t := 0; // generation counter
Initialization P(t);
Evaluation P(t);
\évhile not Termination eP(t) oP (t)
o
P'(t) := Selection (P(t)); Recombination +
P"(t) := Variation (P'(t)); ¢mml Mutation

Evaluation P"(t); » All operators are
P(t+1):= Survivor (P(t),P"(t)); stochastic
ti=t+1; » Attempts to find an
od approximate soln.
end » No convexity or gradient
Y MDO Short Course at availibility assumption
Kan, S (13 March, 2009)

Simulation of a GA

Plot of wanables far himmalblau funchion at ganaration numhber 1
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Advantages of EAs

» Applicable in problems where no (good) method
is available
» Discontinuities, non-linear constraints, multi-modalities
» Discrete variable space I' Taking adv.

of operator
flexibility

» implicitly defined models
(if-then-else)
» Noisy problems
» Most suitable in problems where multiple
solutions are sought

» Multi-modal optimization problems Taking adv.
» Multi-objective optimization problems of population
A MDO Short Course at Laajavuori 20
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Advantages (cont.)

Robot Navigation

Rulebase: angle |
L AL A AR R
» Concept Development o VN[ATARTALTAL [A
L 2 N[ATA [AL[A [A
» An EA solution is a S ErATATARIA TE
recipe or a procedure 2 VFATATATA T&
» Example: Seed and
how-to-grow ok Simulation
principles

» Not the whole
solution, but a
construction
procedure

» Evaluation generates
the whole solution

» Parallel implementation r
is easier : i ) ST

Time 1= | £X70 sac

Two-wheeler

Suspension N e o ]
Design g \ ) |
Practice is full of non- SR

linearities
Opt. softwares may get stuck

Orders of magnitude better
than existing design possible

B3BEEEEE

E
Acceleration (m/st¥3)

© " & (Deb and Saxena, 1997) —mmemer
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Operator

flexibility

Real-Parameter Operators

» Create an offspring using a probability distribution

e around parents (Deb and Agrawal, 1995)
= - 030 For discrete variables
o i ---- Bounded 028
qm_) s F | 020
c E .‘:'% En.u
{Lé § \“i 040
o & i 0os ‘ |
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© AN
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_CIC) P Fixed or updated variance
-
(@] i . xL xY
» Mutation operators exist )
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» Treat type of cross-sections,
materials, etc. as decision
variables

» A mixed representation:

[ (1) 14 23.457 (101)

» (1): circular or square cross-
section

» 14: diameter/side

» 23.457: length

» (101): material

» Permutation + real + cont.
Complete optimization 48]
Deb and Goel, ASME-IJMD, 1997

101 Al

LLL Cu

Material
000 Steel-1
001 Stecl-2 »
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Other Customizations:
Innovative Representations

» An important matter in EA
application
Permutation as fixed coding
Permutation: (a-b-c-d-e)
Fixed coding:

(0, 0-1, 0-2, 0-3, 0-4)
Example: (010 2 2)

¥y ¥y vy vyyvwy

» Allow any crossover to be used
» Valid permutations are created (pep et al.,

2003, IEEE)
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Constraint Handling:
Handling non-linear constraints

» Inequality constraints (g,(x)>0)penalized for
violation: J
F(x) = f(x)+ZRj<gj(x)>2

j=1
» <a> = aif ais -ve, 0 otherwise
» Performance sensitive to penalty parameters

R <50% | Infeasible Best Median Worst
100 12 13 2.41324 7.62465 483.50177
10! 12 0 3.14206 4.33457 7.45453
103 1 0 3.38227 5.97060 10.65891
108 0 0 3.72929 5.87715 9.42353
? 1 MDO Short Course at Laajavuori 26
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A Penalty-Parameter-less Population
Constraint Handling Approach | |approach
U
» Modify tournament sel.: -
» A feasible is better than an =
infeasible Indessible 3|  Feasibh
» For two feasible solutions, g i
choose the one with better f : _
» For two infeasible solutions, S
choose the one with smaller
constraint violation (3,(s,(x)) s
» CMAME (Deb, 2000) SR s 1
f(x), ifg,(x)20,vjed | * Enter feasible
F(x)= : "eg'li”;
f . +> . (g (x)), otherwise » Look for
= Z‘:1<g'( )> optimum
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A Computer Simulation

Plot of varables for himmelblau funclon st generatson number 1
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_ Large-Scale Optimization:
Welded-Beam DeS|gn Problem Handling large number of variables

» Large-scale and

2 SARARER practical problems Casting Scheduling
R | No | Mo NP AEIEEE: require customization = & =

- EETETE 2R ETETETS » Knowledge-augmented

B —— EAs
) e » Representation
— _— ™ » Initialization and
[ Case es] edian Jorst .
_ T A T390Z7 | 7 183082 [ 12084255 operator design
2 3.820984 | B.899963 | 14.298933 o 0
— 3 | 2422714 | 3331121 | 7444215 » A case study involving
4 2381191 | 2.3928592 2645833 . .
EREE ITARE AR millions of variables
: : - (Deb and Reddy, 2001)
Mﬂm = = »rt Course at Laajavuori 29 _.-’"’T.\\ MDO Short Course at Laajavuori 30
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Casting Scheduling Problem Performance of LINGO
» Maximum metal utilization: Branch and bound » Works up to n=500 on a Pentium IV (7 hrs.)
1 EH 1002K= wkmk‘l methOd LINGO MILP Solver i
T = W, rese) Heat , om:_l Numbor Ut‘iliza\(i:;lx'l,’ Eff:cir_n‘::'_v
. Constraints: \EEH S SR
Z’; xl<=d \g]).s 2 2 0 0 0 1 (4] 0 0 2 0 615/650 04.62
~ Demand satisfaction: > ;0 o =re for k=1,..., K / 3 i1 ]Joloflt]s|1|o]lo] o 0 611,650 94.00
— Capacity constraint: Ef=1 wpwg < Wi fori=1,.... H \3 )/ f S 2 E T ; 2 2 (1) ;] z zjz:zfg :jﬁ
. . x2<=5 x22=6 - i o e
» An |nteger linear program (ILP) / \ —_— 6 1 1 olofz2]l1|o]o]oa 0 501,650 00,92
rllolo|l2]2]|1]o]lo]o] 2 0 585/650 90.00
» Branch-and-bound - s ofaloloflofrfoe]of: 0 611,650 04,00
exponentia| a|gorithm — / \ oflofz2]as]oflrfofo]ofo 0 650/650 100,00
. . 10 1]Jolols|o]lo]lo]o] 0 635/650 07.69
» A typical operations research . ) P e e I e mey e e ye— PP
(OR) problem —_— = > But does not work beyond
.f"/T-. R MDO Short Course at Laajavuori 31 _f".T N MDO Short Course at Laajavuori 32
LI (13 March, 2009) LI (13 March, 2009)

Kalyanmoy Deb (Kalyanmoy.Deb@hse.fi)
Helsinki School of Economics, Finland



MDO Short Course (13 March 2009)

Off-The-Shelf EA Results

Binary-coded GAs Real-coded GAs
Number of Population Function Population Function
Variables Size Efficiency Eval. Size Efficiency Eval.
100 100 96.15 13,600 100 95.94 23,740
200 300 96.01 1,42,200 200 92.81 1,21,760
300 1,000 90.11 14,12,400 700 95.14 5,84,220

» Exponential function evaluations

» Random initialization, standard crossover and
mutations are not enough

Standard EA practice is too generic
» Need a customized EA

3 MDO Short Course at Laajavuori 33
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A Customized GA:
Optimal Population Size

Population &
perator flexibility

» N=2000 variables with

max. gen.=1000/N 100 ——

» A critical population ol
size is needed

g or
-

N: 4 8 12 16 ‘5 9f
o

# Heats: 211 204 201 201 & s
=]

N: 20 40 100 sl
# Heats: 200 200 200 200 )

(3]
ot

2000 variables

o4 P 1 1 L
0 10 20 30 40 350 60 70 B0 S0 100
I Population Size

3 MDO Short Course at Laajavuori
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Beat—Tpdates

Solutions are
approximate to 200
gm of molten metal \
in a 650 kg vessel

Scale-Up Results

[ 10000 - - :
Polynomial performance *
1000 ¢ 3
L7 |
Woolo0fF
8
1408 | E‘
|
100000 | E
%) LF
10000 £ ai
1000 1 ! ! ! ! 0oL L 1 ! .
100 100 10000  lOOOOD  1et06 100 Lt 1000 100000 CLerd®>
Yunber of Varisbles Number of Yatiables

» Knowledge-augmented GA has sub-quadratic complexity
and up to one million variables (Deb and Reddy, 2001)
» Never before such a large problem was solved using EAs

g
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Solar Thermallfiei
Electricity Plant ;@

Only three variables
But difficult for

optimization

» LGO/LINDO does not
work

» Negative profit
» Initial soln. does not

Objective Value

chanae
Initial Solution LINDO

Pix} Ag E Pavx Pix) A E Pavx
27049676 | 693450 | 5405000000 [ 174300 | 7053900 [ 693322 | 3404980000 174296
23514216 | 594975 | 2492000000  26B100 | 23934218 | 600398 | 2592050000 | 259010 20000
29172500 | 749000 | 6350000000 GIR00 | 29174600 | 748933 | 6350000000 | 927998
-
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Properties of the =«

2.92e+07 -

DeS|gn Problem 29198407
k! 2.9196e+07

» f has massive multi- %7
modalities 5 2omer

» f has discontinuities 29188407
» x* is an discontinuous 29«7

» Xx* lies on a variable

1 - L L L 1 1 1 L
point FNMe] et 6o 6344cr 6480100

E (k)

GA Solution

Multi-Modal Optimization: | Population
Handling multiple optimal solutions | | 2PProach

U

» To solve problems with multiple local/global
optimum

» Classical methods can find only one optimum
at a time

Efficiency
» EAs can, in . P o
principle, find _/:'| ” [i\
multiple optima il [l A
simultaneously, AR AN A
i / I ~ } / : \ : \
due to their AR AN /o Vo
population / | 3 - | P
approach 0 i t 1 i
X
T MDO Short Course at Laajavuori 38
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boundary P
* i . (€} Ag (m?) E (kD) Py (BW)
» XX IS |50|ated 2020101961 | 749999.99 | 634602604798 9276827
* . 29201018.75 74999994 | 634692940875 97768.26
> X variables are of | Zuie | TN | Gieamt | ez
different orders of | ssumersr | msss6r | 63705551519 92768.46
m ag n Itud e 20200967.42 | 749997.62 | 634705351519 9276846
20200057.23 | 749997.01 6347087739.59 97768.27
29200953.07 | 749997.00 | 6347091303.42 9276831
2920092251 T49999.96 | 634692971166 9277749
- T N — 29200522.97 | 749992.62 | 631867389316 92768.70
G (13 March, 2009) -
. dy oo
» Goldberg and Richardson g )= 1- (2] ifdj<a,
1997 o) = :
( ) otherwise.
» dis a distance measure
between two solns. Sh(d;)
» Phenotypic distance: .
d(x;,x;), X: variable 1k
» Genotypic distance: =1
d(s;,s;), s: string
» Calculate niche count,
nc;=%;Sh(dy) o<1
» Shared fitness: f'=f/nc;
» Use proportionate selection 0 G
operator d;
T. MDO Short Course at Laajavuori 89)

Simulation Results

» Inclusion of niche-formation strategy

Without Sharing With Sharing

07
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» Nain and Deb (2003)

» Successive approximations
to the problem 1

Optimization with Meta-Models:

Handling computationally expensive problems

Algorithmic
flexibility

» Initial coarse approximate
model defined over the

» Gradual finer approximate
models localized in the

whole range of decision | }\[““;:f:‘:" A7
variables with small Sl 4

database 04l e

UL

search space 0 : :
0 02 04 06 0s
I
=
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Generation-wise Sketch of
Proposed Approach

GA run Gd run GA run

uising using using

intial refined final

model model maodel
Intial Model Final
Coarse refined Final population
Model and model Exact
learnt relearnt learnt function

evaluation
n n n 4
—l =l |
o Q 2Q (T-1)Q T*Q

Generation’s of GA

n/Q fraction of exact evaluations, although the ratio can be

made smaller later

3 MDO Short Course at Laajavuori
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A Case Study:

Saving Function Evaluations

» B-10-3 finds a front in

A multi-objective Problem

(750x200) 600 —— T
evaluations similar to . T S
NSGA-II in o
(1100x200) 5 ol
evaluations £
» A saving of 32% g o ‘
evaluations on a ok \
computational )
geometry problem 100 - ‘“‘”"*m.n o
» One strategy works 05 0007 G0 009 ool ool
on many problems S
! T N MDO Short Course at Laajavuori 43
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Multi-Objective Optimization

90%“- Pareto-optimal c 2 ﬁ
front -

1]

]

]

a

E o

40%
1 I I

o

10k 100k

Cost

» We shall discuss in the next lecture
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Conclusions

» Recognize: Most problem solving activities require
optimization routinely

» Act: Do not shy away from using optimization

» Evolutionary methods enable applicability to near-
optimality to complex problem-solving tasks
» Try when classical methods fail or EAs naturally suited

» Need a good understanding of problem before
application

» A good optimization effort requires knowledge in
mathematics, computing, and application domain

» Must introduce optimization in UG/PG curriculum

=
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Thank You for Your Attention!
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