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Which Solutions are Optimal?

» Relates to the concept
of domination

» xX(1) dominates x(?, if

f2 (minimize)

costPartial ordering
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_____________________ .
» x(1) is no worse than x(?) ) |
in all objectives CH o !
» x(1 s strictly better than Loy i
x() in at least one A 5 |
objective T
1p-------—-- H":f 3 .
» Examples: RS W
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» 3 dominates 2 o
. fl (maximize)
» 3 does not dominate 5 Life
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Pareto-Optimal Solutions

» P’=Non-dominated(P)
» Solutions which are fa (mininize)
not dominated by
any member of the |

i
|

set P " front
| 4

L1

.

» O(N log N) 3
algorithms exist 1

» Pareto-Optimal set 2 & 1 1 1s
= Non-dominated(S)

» A number of

Non- dominated

- solutions are optimal

Optimization

Differences with Single-Objective

f

X3
Deciszion space

» One optimum versus multiple optima
» Requires search and decision-making
» Two spaces of interest, instead of one

Objective space
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Minimize £, Higher- level relative G el
Minimize £, » informatien importance Fowfir v s wiy
Minimize £, T 1": —

subject to constraintas e " e

Single-cbjsctive
optimizer
» Classical Methods follow it Gualeptim
» Results in a single .
solution in each simulation
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Classical Approach:
Weighted Sum Method

> ConStrUCt a Feasible objective space
weighted sum of .
. . 2
objectives and
optimize

F00 = 3w, (9

» User supplies
; £
Welght VeCtOF w Pareto—optimal front
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Difficulties with Weighted-Sum
Method

» Need to know w

» Non-uniformity in £,
Pareto-optimal i
solutions

» Inability to find some
Pareto-optimal
solutions (those in
non-convex region)

» However, a solution of
this approach is always

Feasible objective space

b D
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e-Constraint Method

» Constrain all but one  Minimize f,(x),

objective subject to  fr (%) < €m, m # 13

» Need to know relevant
€ vectors 4

» Non-uniformity in
Pareto-optimal
solutions

» However, any Pareto-
optimal solution can
be found with this
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approach
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Difficulties with Most Classical
Approaches

» Need to run a single- 098
objective optimizer many 5[ °
times 0 i

» Expect a lot of problem , °r
knowledge L

| “Pareto-cptimal .
ront ~

» Even then, good 0xp

distribution is not “ro

guaranteed e e e e e
» Multi-objective optimization £

as an application of single-
objective optimization
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Ideal Multi-Objective

IDEAL
bulti-chiect ive
eptimizar

Step 2 : ‘

multiple trada-off

Optimization
( [ malti-objactive \
Step 1 : | ercimication peotien |
‘.-' minimiza :1 !
Find a set of = I
Pareto-optimal [ rndees vo eocaraaizea] g
solutions ’

Choose one from seluions fem |
the set \5,’ ' infomation
Step 2
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/T\\ MDO Short Course at Laajavuori 13
ﬁ (13 March 2009)

Two Goals in Ideal Multi-Objective
Optimization

Min

» Converge to the
Pareto-optimal front

» Maintain as diverse a
distribution as
possible

Min £
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Elitist Non-dominated Sorting
Genetic Algorithm (NSGA-II)

» NSGA-II can extract £2
Pareto-optimal
frontier

» And find a well-
distributed set of
solutions

» Adopted by iSIGHT
and ModeFrontier

» Code downloadable
http://www.iitk.ac.in/kangal/soft.htm

Feasible

MDO Short Course at Laajavuori
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IEEE TEC paper awarded ‘Fast Breaking Paper in Engg. by ISI Web of Sc.
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NSGA-II Procedure

O Elites are preserved
O Non-dominated solutions are emphasized

Non-dominated Crowding
sorting distance D

F
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NSGA-II (cont.)
e Diversity is preserved
f‘ . Overall Complexity
2 e o O(N logM-1N)
8]
¢ e Improve diversity by
i-1&-----5 o e k-mean clustering
__te . 1 e Euclidean distance
i+l b measure
e Other techniques
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Simulation on ZD

T1

Plot of objective function values for test problem Z0T1 at generation number 1
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1 £2

Pareto-optimal

Local frents

Infeasible
| rogions

Multiple Single-Objective
Optimization Versus EMO

» Repetitive use may be computationally
expensive
» EMO is parallel and overall faster and reliable

= EMO

front
£l £1
| -
e
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» Verify by smaller-

» Cluster the frontier

Performing Reliable and
Confident EMO Simulations

» EMO is a numerical

method

» Verify by single-objective

optimizations

objective optimizations

Deflection (in)

» Check to see if they
are KKT points (see our
CEC-2007 paper)
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EMO Applications:
1. Better Decision-Making

» Identify different trade-off solutions for choosing
one (Better and more confident decision-making)

» Inter-planetary trajectory
design

22

35

(yrs.)
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Portfolio Ij;f{‘“ij}
Optimization st Tx=1
z;=0o0rz; €la,w a>0

» Minimize risk, maximize return

Complete: o= o
Assuming any X

GA: x=0 or [a,w] _ =
and fixed D=32 5/

and Card(x)=D
Wy

e

Objective Space

Theory D=32: @
Complete with oo f 4
D=32 asie] | Complete  +
Theory D=32 Al TheoryD:%g *

feasible: D=32 & Theory D = 32feasible o
feasible (9 so|ns_) g 0o00s Qoo wusk [ oo aom
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2. Innovization:

Discovery of Innovative design principles through
optimization

» Understand important design principles in
a routine design scenario

» Example: Electric motor g
design with varying Q
ratings, say 1to 10 kW
» Each will vary in size

and power
» Armature size,
number of turns etc. ®

» How do solutions vary? = B

» Any common principles! pestss 2 s

Hated Power

illl

_I“»

4 1 &
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Brushless DC Permanent Magnet Motor
Design for Cost and Peak Torque

65

2
=3
=

» Six variables (all @ . .
discrete), three . f'_?rao'nett°‘°Pt'ma' )
constraints 4 . \ | &

= 50 2
» Non-convex, disconnected € , 120 §
P-O front 8 100 'g
40
Innovizations: i All Y-type clect. connection | s
» Connection: Y (betn. Y & 4) 15 e e Rt 5
Lamination Type: Y (X, Y, Z) Guage 16 140
f o I R | P
1 out of 16 wire guages 05 1 15 2 25 3 35 4 45 5 55
Peak Torque (N-m)

18 turns per coil (10,80)

Y| vy vy

More peak torque by adding _ i i
linearly more laminations ez o ezl
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Epoxy Polymerization

» Three ingredients 10000
added hourly
» 54 ODEs solved fora  *°]
7-hour simulation ol
» Maximize chain ool Vi
length (Mn) ool &
» Minimize a0 | M@s’
polydispersity index o @@
(PDI) 2000 @ -
> Tot_alb?|>x7 or 21 1008 184 188 1% 1%
variables

» (Deb et al., 2004) A non-convex frontier

=
Fi T\ MDO Short Course at Laajavuori 25
T (13 March 2009)

2

Epoxy Polymerization (cont.)

» Some patterns emerge among obtained
solutions

» Chemical significance unveiled
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Innovized Principles:
An Optimal Operating Chart

xxxxxx
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Gear-box Design

» A multi-spindle gear-box » Important insights
design (Deb and Jain, 2003) obtained
> é%grae?eabnl'gzl(i\?atﬁlgeedr)' (Iarger) module for more
’ - power
» 101 non-linear constraints
Shafe ﬁ IJI
: 0. . = T - s
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o i
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Innovized Principles

» Module varies proportional to square-root of power
» Keep other 27 variables more or less the same

r . . Gear-pa:~ N ——
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Robust Optimization
Handling uncertainties

» Parameters are uncertain
and sensitive to £(x)
implementation

» Tolerances in manufacturing
» Material properties uncertain
» Loading is uncertain

» Evaluation uncertainty

» Who wants a sensitive
optimum solution?

N.O YES

» Single-objective robust EAs
exist
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Multi-Objective Robust Solutions

» Not all Pareto-
optimal points may
be robust

» Ais robust, but B is
not

» Decision-makers will
be interested in
knowing robust part

of the front Decision space
2 MDO Short Course at Laajavuori 31
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Robust Frontiers
for Two Objectives

» Identify robust region
» Allows a control on desired robustness

25 T T T T 25 T
=0.4 |
. Type 11 ' Type I
2 n=0.5 )
1=0.6
5 n=0.7
~ Type I robust N
W ¥ tront (5-0007) “
PR |
05 7t Original front
0 L L L L L L L L L
0 - - : . 0 01 02 03 04 05 06 07 08 09 1
0 02 04 06 08 1 P
£1 -
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Making designs safe against failures

Reliability-Based Optimization:

» Deterministic
optimum is not x2
usually reliable

» Reliable solution is
an interior point

» Chance constraints
with a given
reliability -

| Reliable
| solution

Uncertainities
in x1 and =2

Minimize pr+ kog
Subject to Pr(g;(x)=0) = B;

Deterministic

B; is user-supplied

Multiple Reliability Solutions: ™

Get a better insight

S

Relationabip

]
[39.99%
/
/

4958
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Multi-Objective Reliability-
Based Optimization

» Reliable fronts show rate of movement

» What remains unchanged and what gets
changed!

10 T T T T 16 T T T T

¥ '“'n:.ighz .vn. h;za Ceed b 12 e " |
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Iter.1

Handling

Iter. 1 : PCA-1 (58.83 %o variance)| fr  fiof

PCA-2 (28.26 %o vanance) | f;

Many Objectives

PCA-3 (06.53 % vanance) fx
PCA-4(03.27 % varance) fs
: Ti Iz Js Jud
> Idgntlfy red_undgnt 10-objective ——
objectives, if exist DTLZ5 problem — P{—
» EMO+PCA in iterations T Te Tool [T 000
fr]lt + - |[F[ #0553 017F =025
[Tter. 2: PCA-1(94.58 %o variance)]| = Fu[/s[+ + - | [] 70457 ‘0672 cs-0.4al0
Iter.2 [ PCA-2 (4.28 % vaniance) | s |[fu] - - + PCAL  PCA2
Saxena and Deb) | &
(CEC-2006, a s &,
EMO-2007, 0sf L
CEC-2007) ol .3
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Algorithm
Flexibility

Dynamic (On-line) Optimization

» Assume a statis in problem for a time step

» Find minimum time step by a off-line study
for a pre-defined performance

FDA2 Test Problem

A wiadow for Va assumed (0 for wss |

| optimization
|

time period of length by
computed at A =

096 [

|

034

092 F

Ratic of Hypervolumes

AW Y

={

Frlan . . .
Time, t [ 05 1 L5

P
AR MDO Short Course at Laajavuori 37

6 (13 March 2009)

Dynamic Multi-Objective
Hydro-Thermal Power Scheduling

—
» Addition of random or mutated points at changes
» 30-min change found satisfactory

EMO- 2007
1 i : PR
L LI 71 T =
oEf g TS ]
3 i
T g 2 06 J
i # i | §.]Not Satisfactory
' i b
w 15-min change
" 12 Er) o5 s 1 " 01 rrl.l. M o8 1
Proportion of additicn Proporsion of addision
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Multi-Objective Bilevel
Programming (peb and Sinha, 2009)

min.x, F(x) = (Fi(x),..., F“f( 1)
> Uppe_r Ie\_/el ! JSL.‘L X € argmln‘{xl) {f = (fi(x),..., fm{x)}|
solution is feasible g(x) > 0,h(x }
only if it is a lower G(x) = 0, H( l
level PO solution o) < xw_xsr“’" i=1,...,n
» Often appears in b T T T T
engineering w2l TN 1

problems to deal
with stability,
equilibrium etc.

» NSGA-II with a

local search
e
AN MDO Short Course at 1L L L 1 L
fan cr (13 March 20 [

Hybrid EMO (Karthik, Deb & Miettinen, 2008)

» Improve EMQ’s convergence properties

» Introduce local search based on achievement
scalarization function occasionally

_ NSGA-II _ Hybrid NSGA-II
. = 2 i
“F, = N ;Lw &=k 2

s 33-;2 :;gw ] b 3 ER -
it TR S T

£2

1 ]
L
05 - —
S . -
. . . — & 01 02 03 07 05 05 07 08 03 1
0 02 02 06 08 1 £1
PR sl
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| Multiobjective

EMO and Decision-Making s

» Need to choose a single solution!
» How to choose one solution (MCDM)
» First EMO, then MCDM
» EMO+MCDM all along
» Use where multiple, repetitive applications are
sought
» Use where, instead of a point, a trade-off region
is sought

» Use for finding points with specific properties
(nadir point, knee point, etc.)
» Use for robust, reliable or other fronts

» Use EMO for an idea of the front, then decision-
making (I-MODE)

Y \\ MDO Short Course at Laajavuori 41
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Finding a Partial Pareto Frontier

» Using a DM’s :
preference (not a
solution but a region)

at

il

» Guided domination a5l

principle: Biased sl

niching approach 25 1

r,

» Weighted domination e

approach i
(Branke et al., 2001; Deb, 2001)  "* : ..
i MDO Short Cour: o os 1 s B
PLe (13 Marc £,

Distributed Computing of
Pareto-Optimal Set

Deb, Zope & Jain
(EMO-2003)

» Guided domination concept to search different parts
of Pareto-optimal region

» Distributed computing of different parts
2
124 e
Q; 10 4
AP / \‘\

6 p: PP} /)

“a?

T ..I =T T
-4 % 8 10 12

d‘pi“-.. [+
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Distributed computing:
A Three-Objective Problem

» Spatial computing, not temporal

Pz Processor- 3

e 5 " 4 \'\
s “processor 1 FProcessor 2
Theory NSGA-II Simulations
_J"’.T-.1‘\ MDO Short Course at Laajavuori 44
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Making Decisions:

Deb and Kumar
(GECC0-2007)

Current Focus

» Ranking based on
closeness to each
reference point or a

reference direction
Deb and Sundar (GECCO 2006)

1

~R-NSGA- IT

E £3 itions Reference

08 o
- 06 - 06

= 04 I'paference
04 R
02
02
o
0 02 04 06 08 1 0 0 04 06 08 1
£1
MDO Short Course at L ,, . .
@;& (13 March 200¢ Light Beam” Approach in CEC-07

Finding Knee Solutions
(Branke et al., 2004)

» Find only the knee or near-knee solutions

0
0
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I-MODE Software Developed °<?
at KanGAL

nd Chaudhuri,
EMO-07

Fop No. b Ho.

5 Oby Value 0422259

Weight 0492073

0 Ok Mo, 1
ooz

0507877
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Conclusions

» EMO is a fast-growing field of research and
application
» Exciting for field of Evolutionary Computing

» Practical applications and challenges
surfacing

» EMO+MCDM, EMO+Math optimization

» Commercial softwares available
» ModeFrontier, iISIGHT

» Computer codes freely downloadable

» Many conference and journal publication
opportunities
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Regular EMO Activities

A dedicated two-yearly
conference (EMO):

g £

5th intemasional confarence on

EMO-01 (Zurich),

EMO-03 (Faro),

EMO-05 (Guanajuato), u=
EMO-07 (Sendai)

Next one in Nantes, France
(EMO-09) University of Nantes, Faculty

First Somester 2005

http://www.emo09.org

L LT

Evolutionary Multi-Criterion Optimization (EMO'03)

of Sciences
Other major EA Nantes = France
confe_rer.lces (EMQ tracks) [ m
Special issues of journals % e zmm
150+ PhD theses so far I
since 1993 o 8
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