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Introduction

In the process of the acquisition of cognitive skill the learner must encode task-specific representations of the task-domain, both in terms of declarative and procedural knowledge. This process has shown to consists of several key components, among them the mastery of various heuristics (Anzai & Simon, 1979, Klahr, Langley, & Neches, 1987, Newell & Simon, 1972), direct memory access rather than computation (Logan, 1988), familiarity of the elements in the task-domain (Payne, Richardson, & Howes, 2000) and chunking (Newell, 1990), among others. 

In each case, the representations tend to become increasingly task-specific, increasing speed (Newell & Rosenbloom, 1981) but narrowing its applicability outside the learned task (Norman & Shallice, 1980, Poltrock, Lansman, & Hunt, 1982, Schneider & Schiffrin, 1977, Shiffrin & Schneider, 1977). This has been demonstrated in many areas of expert knowledge, such as chess (Saariluoma, 1995, Saariluoma, 1995, Simon & Chase, 1973), bridge (Charness, 1979), music (Sloboda, 1976), computer programming (Mobus, Schroder, & Thole, 1995. Jeffries, Turner, Polson, & Atwood, 1981) or Go (Reitman, 1976).

Much of the same is true of learning to use a computational device, such as a mobile phone or a laptop computer, both tasks of whose mastery represents an increasingly important challenge for both psychologists, developers and educational researchers (Card, Moran, & Newell, 1983, Doane, Pellegrino, & Klatzky, 1990, Hoc, Cacciabue, & Hollnagel, 1995, Rist, 1990, Schneiderman, 1980). More and more people are nowadays depended on these automated environments, necessitating the study of what is called “human-computer interaction” due to the fact that, as the technological knowledge is increased, these devices have become too complex to permit most of their users to acquire complete understanding of their operation. Rather, they are expected to form only partial mental models of the devices (Allen, 1990, Gentner & Stevens, 1983, McDonald, Stone, Liebelt, & Karat, 1982) . In addition to the practical need of studying usability, such new domains offer a great potential for studying the formation and organization of mental models in general, thus offering potential insight to the question of the nature of mental architecture and acquisition of cognitive skills. 

We studied the formation of mental representation, complex hierarchical representations in particular, by using what Larkin (1989) has called “display-based problem solving”, meaning that the user, when solving a set of given problems, interacts with the system through a display. Since we focused on the formation of hierarchical representations, a simple menu search was used as a primary task-environment. Such a menu allows the user to see one node at a time, but the whole structure they are required to explore consists of a hierarchy of nodes. The WWW is one popuplar and important instance of this task-environment, mobile phones and other electric devices are another (see Paap & Cooke, 1997, §24.3.1 for a discussion of types of menus).

Indeed, menu search problems have been subject to extensive studies in the past (see Norman, 1991). One research thread has been focusing on the nature of the search strategies subjects use, for instance, whether their search is random (Card, 1982, Card, 1983, Giroux & Belleau, 1986, Parton, Huffman, Pridgem, Norman, & Shneiderman, 1985) or follows some more systematic principles (MacGregor & Lee, 1987, Payne et al., 2000). Another concerns the optimal design of menu structures so as to help the user to gain optimal behavior and reduce the number of errors, in terms of help fields of various kinds (Billingsley, 1982, Kreigh, Pesot, & Halcomb, 1989, Snowberry, Parkinson, & Sisson, 1985), visual search (Liu, Francis, & Salvendy, 2002), task duration (Sisson, Parkinson, & Snowberry, 1986, Tractinsky & Meyer, 2001), or overall menu structure (Kiger, 1984, Landauer & Nachbar, 1985, McDonald, Stone, & Liebelt, 1983, Mehlenbacher, Duffy, & Palmer, 1989, Miller, 1981, Parkinson, Sisson, & Snowberry, 1985, Parkinson, Hill, Sisson, & Viera, 1988, Snowberry, Parkinson, & Sisson, 1983; see also MacGregor, Lee, & Lam, 1986, Raymond, 1986). Of particular interest is the fact users seem to have difficulties in exploring deep menus versus shallow ones, thus usability researchers have suggested that systems designers should avoid too deep menus. This means that users might have difficulties in representing hierarchical information, either because such representations are not “natural”, or because of some other limitations of their cognitive architecture. Snowberry et al. (1985), for instance, argued that deep menus were problematic in that in such menus the “semantic distance” between the target categories and menu labels becomes abstract, thus the higher nodes are not often informative enough to guide the search effectively. Naturally, if this is part of the explanation of why deeper menus might be more complex, then a better semantic organization might help to deal with deeper menus (Paap & Cooke, 1997, §24.4).

In addition to the experimental studies, some concrete models have appeared which try to explain human behaviour in the context of menu search tasks (Byrne, 2001, Hornoff & Kieras, 1999, Howes & Payne, 1990, Howes, 1994; see also Card et al., 1983). Of particular interest is the suggestion, made in Howes & Payne, 1990 based on e.g. Draper, 1986 and Mayes, Draper, McGregor, & Oatley, 1988, that a correct model could not rely only on explicit set of complete rules for navigation through the menu, as is the case with the GOMS model proposed in tge seminal Card et al., 1983 or the ACT-model proposed by Anderson, 1983 and applied to the study of menu search in Byrne, 2001, but that it must take into account the on-line “information flow” or external cues which the user is constantly influenced by and which the user can recognize on-line rather than memorize and recall. That is, the user is reacting at least as much to what she is currently observing than what her task-specific representations would imply. This conclusion is supported by the present evidence as well. 

That being said, consider the model of explorative menu search proposed by Howes & Payne, 1990. In broad outlines, the model consists of a “Task-Action Grammar” which specifies the users’ behaviour and cognitive processes in terms of procedural rules containing an antecedent and a series of actions to be executed. They then added rules which, when given a certain label appearing in the display device, would retrieve its semantics (semantic features or a definition of its meaning) and compare it to the semantic features associated with the current task and its goal. For instance, if the task would be to call to a Mary by using a mobile phone, then it is not necessary to represent exactly where to find Mary’s phone number, but it suffices match the semantic attributes of the task (‘search a phone number’) with the meanings of the nodes displayed in the interface of the phone. Of course, the user is expected to gain and use some information considering the location of the relevant nodes, but it could rely on on-line information. Similarly, it is expected that when the user engages into a long exploration of some item in a menu, this could be because the semantics of the nodes do not match his representation of the task at hand (Howes & Payne, 1990, pp. 645-656). It might also be that when the user gain experience with the system, it is not only the semantic features that are relevant, but also more surface properties, such as the visual gestalts of the nodes. 

Howes’ more recent model, called AYN, continues within this tradition. The model aims to capture users’ on-line behaviour in menu exploration in such a way as to begin without any knowledge of the menu structure. Thus, the model is aimed to capture some crucial properties of learning. The fact that users typically explore, rather than reason, about the task-domain is emphasized, correctly in our view. When given a list of menu items, AYN uses four different sources of knowledge in order to make a decision for further actions, semantic-match knowledge, failure-detection knowledge, recognition knowledge and control knowledge. 

Semantic-match knowledge tells the system which of the items are important to the task at hand; this particular form of information was not modelled, though it is obvious that it effects the execution of the task. Thus, in the concrete simulation semantic information was simply given to the system. Semantic-match knowledge most certainly involve a large databank of knowledge concerning the task and the operation of the machine being used (Mehlenbacher, Duffy & Palmer, 1989). Failure-detection knowledge informs the model whether the current search has been ended into a failure, and thus whether a new search must be started. Recognition knowledge was partly responsible of learning, encoding whether some node has been encountered before and, if so, in what context. These contexts, consisting of the current goal, state and operator that was chosen, were stored as chunks. This prevents the system for instance to try the same node over and over again when performing a single task. Control knowledge, together with recognition knowledge, was also responsible of learning: it stored such facts as whether some chunk was successful or not. This form of learning is nontrivial, however, since whether some particular action, given some goal and state, was successful or not depends on the outcome of the process which may take place only after several additional steps; more below. But when used together, recognition knowledge and control knowledge allowed the system to learn in such as way as to rely only on display-based knowledge rather than explicit, predicative rules.

We wanted to study the learning of hierarchical systems, menu trees in particular, within this context as an active exploration of display-cues process rather than carefully planned process. We suggest a novel method for studying the users’ task-specific representations, show that the method is valid in the context of previous experiments, and go on to discuss the empirical and theoretical issues based on them, using AYN as a background model. 

In the present case, we were initially interested on making implicit changes on-line to the menu structure the subjects were trained for, thus trying to detect, by using this experimental procedure, what elements of their representations are crucial and which are not. This would help us to determine and test various theories of such knowledge. We initially expected to see small mistaken steps and latencies in the execution speed when the subjects confront changes that did not math their internal representations or rules, and no change at all when they did not. The reality turned out to be much more interesting, since some of the changes, albeit small if looked from one perspective, induced a long and inflexible series of erroneous behaviour, hence we saw clear instances of negative transfer rather than just small increase of execution speed. Thus, though some of our results cannot be categorized as negative transfer per se, some are clearly instantiations of this phenomenon, demonstrating that the experimental setting is sensitive to the information present in the subjects’ representations. Nevertheless, our main interest here in not on the negative transfer as such, but whether it could be used to test theories of cognitive skills, in particular in the environment of simple menu selection. 

Experiment 1

In this experiment we wanted to validate the experimental setting by seeing if it is sensitive to the users’ representations, and if so, in what way. The subjects were first trained with a simple menu search environment, after which a latent change was induced to the menu in order to see if the subjects’ reactions would be sensitive to the type and magnitude of that change. 

We used four groups of subjects. In the control group, there was no change at all. The three remaining groups constituted the experimental material in where a change was presented. For each subjects, the locus of the change was the same and it depended on a particular task which served as a trigger for the change. The subjects were not explicitly informed that a change has occurred, nor was there any other indication of the change. The basic question we wanted to address in this experiment was whether the subjects’ representations of the nodes depend on their semantic features, as predicted by the models of menu search cited above, or by their surface properties, such as orthographic form. The node subjected to change was the same in each group, and its position in the menu tree was kept constant. We initially strongly suspected, based on the previous experiments (e.g., Paap & Cooke, 1997, Pierce, Parkinson, & Sisson, 1992), that the semantics of the nodes would play a crucial role, so the purpose of the first experiment was also to demonstrate that the test instrument used here could capture information concerning the nature of subjects’ internal representations. Some other experiments reported in this paper, however, show that in certain cases also purely syntactic and formal properties are crucial.

In the experimental group 1, the orthography of the node was changed substantially (one word), but the semantics was kept constant so that the two labels were synonymous. The change was thus purely “formal”. In the experimental group 2, the orthography was changed only minimally (one letter) with a radical change in meaning. In the experimental group 3, one letter was changed so that the meaning was also changed, but so that it was still similar in meaning with the original world. Translated to English, these changes could be summarized and approximated as follows; more comments below:

Control
No change

Group 1.
Implement translation ( execute translation



One word changed, meaning identical

Group 2.
Implement translation ( Implement twisting



One letter changed (in Finnish), not synonymous

Group 3.
Implement translation ( Implement turning



One letter changed (in Finnish), similar in meaning (in Finnish
)

The menu structure the subjects’ used was a component in a mobile phone which was supposed to be able to translate messages from language to another. The crucial node was “implement translation”, which the subjects were required to choose after setting various parameters, such as source language and target language. In the Group 2, when a single letter in “translation” is changed, the meaning changes dramatically as to imply, not translation, but twisting. That critical letter is in the beginning of the world (kääntäminen, vääntäminen). In the Group 3, when a single letter is changed in the middle of the word, its meaning becomes turning rather than translating, which we judged to be more similar in meaning than twisting and translating. Now if it is true that the subjects’ representations contain, not surface properties such as letters, but semantic features as predicted by the theories cited above, we expect to find decrease of speed or number of errors in Group 2 and none at all in Group 1. The result of Group 3 is expected to lie somewhere between.

Method

Participants.  Total of 15 subjects participated in the experiment 1 and they were either paid volunteers or they received a course credit for their participation. The subjects were distributed to the various groups as follows: Group 1 (6 subjects), Group 2  (5 subjects) and Group 3 (5 subjects).  The control group consisted of 6 subjects.
 Their ages varied from 19 to 49, and they were not all university students, but represented a variety of occupations and backgrounds. One subject was eliminated from Group 2, since she did not complete enough tasks in 60 minutes which we took to be the upper limit for each subject, so no useful data was obtained from this subject.

Design. The experiment consisted of three phases. In the first phase, not recorded, the subjects were familiarized with the device they were supposed to use. However, they were not yet allowed to explore the menu structure for translating messaged used in the actual experiment. Rather, they were given tasks which involved only standard actions that could be executed with a normal mobile phone. We call this as the “trial phase”. 

In the next phase, the subjects were given tasks which they were required to solve with the menu systems they have not seen nor explored previously. Thus, they started to learn it from scratch. This will be called the “learning phase”. After completing the same number of tasks, the menu structure was changed, but the subjects were not informed about the change. We call this as the “post-change phase” (PP). There were no other indications of the change either, expect for the features that were actually changed. Nearly identical tasks were performed before and after the change, and the behavior on these two tasks was then compared. We will call these “pre-change tasks” and “post-change tasks”. The design was thus completely within-subjects. The type of the change was the independent variable, whereas the time it took to solve the problem, or the number of steps required, was the dependent variable. The whole experiment was thus divided into separate tasks, given one at the time to the subjects. A control group was used to ensure that the pre- and post-change tasks were similar enough, if measured in terms of efficiency. 

The following figure describes the structure of single experiment:

	trial phase


	10 tasks

	learning phase


	17 tasks

	pre-change task


	1 task

	LATENT CHANGE
	

	post-change task


	1 task

	final tasks


	4 tasks


Figure 1. The structure of the experiment(s)

Materials and procedure. The subjects first read a written instruction of the experiment, engaging then into the first trial phase. At that phase they were encouraged to ask any questions of the experiment and the menu-based device used. The trial phase was not recorded, and it consisted of ten tasks whose content was not related to the tasks in the actual experiments. The purpose of this phase was to familiarize the subjects to the experimental device. The menu device they used in the experiment was a “virtual mobile phone” (VMP): a front layout of a mobile phone projected to a computer display. The graphical layout was scanned directly from the actual phone. We used a mobile phone due to the fact that the subjects were all familiar with it and its basic functionality. The display of the VMP showed the currently selected node in the menu plus four buttons that the subjects could use in navigating through the menu. Note that only one item from the menu was shown at the time, contrary to most WWW and Windows-applications. The buttons were controlled by the keyboard of the computer, and marked by distinctive labels in the keyboard. In the trial phase, the subjects familiarized themselves with the buttons and their functions. We used  a PC with Windows 95 and Pentium 166 MHz processor. The VMP itself, when projected to the display, was 15 x 12 cm in size and hence did not occupy the whole display; the rest of the display was filled with blue background colour.

The four buttons had the following functionality. First, there was a cancel button (C) which allowed the subject to return to the previous level in the menu. The subject could explore one level by using arrows (up and down), and select one option by using space, entering to a new level in the menu tree. The design was such that the positioning of the hands on the keyboard was relaxed. There was no significant delay between the pressing of the button and the change in the menu, contrary to the mouse-driven interface in Windows – thus we did not use mouse even if it was a somewhat more intuitive way of using the VMP. When the subject activated some function in the phone, not implemented in the virtual version, the computer asked in a normal Windows-based dialog whether he or she would like to proceed with this function, and the subject answered by clicking either Yes or No with the mouse, or by using the keyboard. For instance, since there were no buttons that the user could dial a phone number, the computer merely asked whether he or she would like to do so. The time for these actions was considered as irrelevant as was not measured. These facts were explained and demonstrated to the subjects in the initial phase in order to avoid confusion and misunderstanding in the later phases. The VMP was programmed in Windows by using the Delphi programming language. 

Each of the tasks was given in the form of written instruction, one tasks at a time, but the time the subjects used in reading these instructions was not used in the analysing the data. The subjects were encouraged to keep pauses between the tasks if they so wanted. There was ten tasks in the initial phase. The learning phase before the change was induced consists of 17 tasks. Most of these were very similar to the pre- and post-change tasks in order to guarantee learning. These tasks involved the same four basic steps with only minor variations: the subject was required to set the source language, the target language, write a message and translate it. These were the critical nodes used in the experiments. The slight variations were used in order to avoid boredom which in some pilot experiments resulted decreased performance, and to provide more natural and ecologically valid situation, avoiding repetition of completely identical tasks. The crucial factor was only to determine, by inducing learning, the amount that each subject used these nodes and in what way, so that some nodes could be said to be more “critical” than others. After the post-change task there were few other tasks, mainly since we wanted to see how fast the effects of change, if any, disappear. The structure of the relevant menu is provided in the appendix. The change was triggered by the user’s own action, so that when the subject selected a predetermined source language, the computer changed the menu by itself. The computer recorded all the actions made by the subject plus the times he or she spend on a given node before pressing any of the buttons.

In Group 1, the critical node labelled as “implement translation” (toteuta kääntäminen) was changed to its synonymy, “execute translation” (suorita kääntäminen). The first word was changed throughout, yet the meaning was kept constant. For Group 2, the same node “implement translation” was changed, by changing merely one letter, into “implement twisting” (toteuta vääntäminen), which we considered to be semantically different and causing mismatch between the semantics of the goal and the node. For Group 3, again a one-letter change was induced so that the result was a semantically different command, but more similar to the original one. Translated in English, we changed, approximately, “implement translation” into something like “implement turning” (toteuta kääntyminen). For the control group, there was no change at all in order to see that the pre- and post-change tasks were equally difficult and that, were there any response by the user, we would know that it was due to the change. The critical node under inspection was kept in the same location, and there were not other changes. 

Results and discussion

We analysed the performance of subjects in each condition by analysing the time and steps required to perform each task. These are somewhat different measures, as some subjects might stop for longer periods in the case of mismatch between what he or she see and his internal representations of the situation, whereas some seem to recover by continuous exploration without much thinking. Obviously, exploration often shows in the speed latencies as well, but not always. Furthermore, we analysed the data from two perspectives: first, by looking at the execution of the whole task involving the change as compared to the previous similar task without the change (within subject comparison), and by looking at the single instance when the subject confronts something that has changed inside the task, in this case the moment when the subject arrives at the changed node “implement translation”. The former could be said to constitute a macroanalysis, whereas the latter as microanalysis. They provide different information: microanalysis tells us what happens at the very instant when the subject confronts a change, whereas the macroanalysis tells more about the consequences of the change, i.e. whether it caused erroneous steps, recovery exploration or not. We used average values over each subject with p = .05 in all statistical analyses.

Figure 1 summarizes the results.  The learning condition represents the mean time in milliseconds it took to execute the task before the change was induced. Post-condition refers to the task when the change was induced. 
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Figure 2. Results of the experiment 1

The increase of execution time in the Group 2 was statistically significant (T = -6,086, p = 0.004), whereas for Groups 1 and 3 it was not (Paired-Samples T-test). 

This clearly demonstrates two things. First, it shows how important the semantic features are when people solve problems in the menu search environment. This is shown by the clear increase of executing time for Group 2, where a single letter was changed in a critical node so that the meaning becomes different. In this respect, the present experiment converges with previous studies pointing the relevance of semantic features. Moreover, this experiment also validates our present test instrument, showing that it is sensitive to users’ representations as expected. We expected that the semantic features would be important (though we underestimated the magnitude of their importance), so it now seems as if the present test instrument can be used to measure important aspects of the acquisition of cognitive skill. Surprisingly, there is no increase of speed in the Group 3 which involved a change in the target node which made is semantically different, but still similar to the original meaning (execute translation ( executing turning), as if the subjects did not notice any change here at all.
 Note that there was a slight, albeit statistically insignificant (t = 1,102, p = 0,28) decrease of time in all groups 2, 3 and control, even when this data was analysed together. This might result from the fact that the subjects executed two similar tasks in a consecutive manner (the learning and post-tasks), thus speeding up somewhat the second task. Nevertheless, the effect was mild and, in any case, not significant. Finally, it must be the case that difference semantic features and semantic processes might operate at different tasks. For instance, at the topmost nodes the operations might resemble more a class-inclusion, and at the lower level that of a direct semantic match (Paap & Cooke, 1997, §24.2.1). We did not tested these predictions here, but clearly the present test instrument is applicable to testing this hypothesis as well.

These experiments are also relevant in showing that learning does not decrease the effects of semantics, very automatized and simple skills aside. Even if the subject seems to perform to task more or less erroneously, he or she is still matching the semantic features of the node with those of the goal. In Experiment 3 and 4 we return to this question.

Why do we see such an increase in the time it took to solve the whole task when only one node is changed? This is because the subjects simply ignored the changed node (“execute twisting”) first, resulting an considerable amount of exploration in the menu tree. This can be seen if we compare the mean of amount of steps required to solve the task before and after the change for group 2, shown in Figure 2 (means 20,4 - 32, t = -5.493, p = 0.005).
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Figure 2.

Thus, when the semantic features of the node did not match the users’ expectations, they simply omitted the node and continued to search for the correct one. This result thus converges with Howes’ claim (1994) that the process relies more on active exploration rather than careful planning, and any model of the learning of such skills must take this fact into account. 

This does not tell, however, what happens at the very moment they first notice the changed node. There are two broad possibilities, informing us about the users’ strategies for exploring menus. The first is that they simply omit the node as irrelevant, and continue exploring the menu, trying to find the node with correct semantic features. In that case the recognition of irrelevance would be instant. The second possibility is that some extra processing is required due to the similarity of orthographic form but mismatch of semantics, for recall that in our experiment “execute translation” and “execute twisting” differ only by one letter. This can be investigated by analysing how much time they spend at the node “execute twisting” when they first confront it if compared to the previous encounter with unaltered “execute translation”. If there is a latency in the reaction times, this informs us about the time of processing of the mismatch of semantic features. Figure 3 summarizes there results.
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Figure 3. Time spend at the changed node

The means were 66,02 ms and 278,3 ms for the learning and post-phases, respectively (t = -2,377, p = 0.076). Thus, there was a clear latency in the reaction times which, when combined with the active exploration that followed it, account for the overall inefficiency resulting from the change (Figure 1). We do not present here a qualitative analysis of the explorative phase, but leave it to another occasion.

Experiment 2

In Experiment 1 we verified that it is indeed the semantic features of the nodes, as matched against the semantic features of the goal, that matter. It was further demonstrated that the present test is able to detect such differences, so that a change in the semantics resulted a clear effect, whereas a change in the surface properties, such as in the orthographic form, did not. The results also converged to the view which emphasizes active exploration and not only careful planning. However, this data did not show that there was not planning at all and clearly, the subject must have some preconception on where and how to find the relevant node, the very first trials notwithstanding. One critical question is thus to determine the nature of those priori conceptions. 

One way to began to analyse the subjects’ prior rules with the present test instrument is to change the location of the relevant node, keeping its semantic and syntactic properties intact. If the change is such that the subjects do not find the node where it should be, what happens could inform us about the nature of their prior expectations, i.e., at what point they began to notice that the node is missing. This setting would also determine the accuracy of their prior information concerning, not just the syntactic and semantic properties of the nodes, but also their location. 

In order to test this hypothesis we shifted the place of the critical node “implement translation”. If the original menu structure was 1-2-3-4-5-6-7, so that node number 4 is the critical node and the subjects solved the task by making selection under the node 1 first, then moving to the critical node 4 through 2 and 3, a change 1-2-3-7-5-6-4 would have the desired features: the subjects would confront node 7 instead of expected 4, assuming that such expectations concerning the location would be part of the subjects’ representations. Thus, if such expectations are part of the subjects’ task-relevant representations, a clear effect ought to be detectable by the present test instrument. We used seven items in the critical layer used in the tasks because it has been argued that the optimal number of items in such a layer is expected to be between 4 to 8 nodes ([Lee, 1985 #17700]).

Methods

Participants.  Total of 6 subjects participated in the experiment 2 and they were either paid volunteers or they received a course credit for their participation. The subjects again represented a variety of occupations and backgrounds. 

Design. Design was identical to the experiment 1. The first phase and the trial phase were as in experiment 1. In the critical post-change phase, a critical node was moved three steps so that, when the subjects searched for it, they could not find it where it was supposed to be. Instead, three extra actions were required.. Again the design was completely within-subjects. The type of the change was the independent variable, whereas the time it took to solve the problem, or the number of steps required, was the dependent variable. There was no separate control group, as the control group for experiment 1 could serve here as well.

Materials and procedure. The procedure was identical to the one used in experiment 1, expect that the change was different. The node that changed its location was “implement translation” (toteuta kääntäminen). The node was moved so that the subjects were required to press one button three times more than they expected, given that they had coded information about the location. Another node replaced the critical node, so that the two nodes actually changed place, as follows: 1 2 3 4 5 6 7 ( 1 2 3 7 5 6 4. Here, the critical node is marked “4”. In executing the tasks, subjects came from 1, 2, 3 and were expected to see 4 afterwards. See the appendix A for more details concerning the menu structure.

Results

The results clearly show that the subject had knowledge about the position where to expect that node to appear (means 2645 ms / 3426 ms, t = -8.476, p < 0.001). The results are illustrated in Figure 5.
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Figure 4. Results of the experiment 2

This increase in the speed was due to the fact that most subjects turned back or stopped before they reached the target node, indicating that they had internalized knowledge about the expected location of the node. However, no subject stopped at the exact position of the target node, meaning that their representations were not accurate, but somewhat fuzzy as expected. This fuzziness might also result from the fact that it could take some time to recognize that the node was not there, while the procedural procedures still implementing more button pressing. It can also be inferred thus that if the target node would have been changed only one step instead of three, the test instrument would not have in our case detected anything. We confirmed this in another experiment and found no effects (t = .103, p = .923). 

However, there was considerable variation in the reactions of the subjects in this experiment. Half of the subjects made one extra move and then returned and began exploring the search tree (very accurate representation), the other half went directly to the correct node despite of the change of location (explorative strategy). In the latter case, one may thus speak of “ballistic steps” to follow Tractinsky & Meyer, 2001. In each case, however, the time was increased considerably (Figure 5) so that, although the latter group went directly to the correct target node, they used considerable time in dealing with the change. 

It then becomes an interesting question as if there is anything which could predict this difference between the subjects. It turns out that the amount of steps used to solve all of the tasks, hence the overall skill in using the menu structure, correlated positively (0.71) with the accuracy of representations. It can be thus hypothesized, though not proved here, that the accuracy of subjects’ representations would be a crucial factor in determining their ability to master such menu structures. Whether this is so remains to be proven.

Experiments 3 and 4

In the Howes’ model, as well as in the study made by Payne et al. (2000) it was argued that familiarity would also play crucial role in determining the users’ behavior. Clearly this must be the case, since otherwise the user would enter into the same sub-tree over and over again. The Experiment 1 demonstrates clearly that semantic clues are important. Nevertheless, some nodes in the tree are important in other ways besides matching the subjects’ representation of semantic features of the goal. We might say that they are important in their crucial ability to serve as “fixation” or “orientation” points for search, meaning that it is not their semantic properties but their more formal position and formal low-level properties in the tree that is important. One such case are the topmost nodes in the tree which, as we were quick to learn (see also Hagelbarger & Thomson, 1983), the subjects used extensively to orientate themselves. This often happens when they began a new tasks, or similarly if they get lost, either because of some natural mistake or by an induced change to the menu. 

The reason why the topmost node can be used for orientation is that the device was designed such that one can reach that node always by pressing the same cancel-putting several times, thus there was no need to search at all, and no need to use semantic cues. What’s more important, there was no need to match semantic features of that node to that of the task, since the node was not important to the success of the problem solving in that way; it was mainly a critical point where the subject could orientate herself, and which she could reach by pressing the cancel-button several times. Its relevance was, one could claim, purely formal. Thus, we might speculate if the familiarity would not be only semantic, but that when the task-environment is so designed, it could be more formal as well. 

We conducted two experiments to test this hypothesis. In Experiment 3 we wanted to make sure that the subjects treated that node as an “orientation node”, thus we misplaced it into an unexpected location, replacing a node which was never used for anything but through which the subjects have passed several times in executing the tasks. In the case the subjects would treat this node as one for orientation, relying on its surface properties, they would be confused in its presence despite the fact that it is not relevant to the semantic features of the goal and that the node it will replace is never used for anything.

In Experiment 4, we used a change at the orientation node which was very mild semantically, if there was a semantic difference at all, but clearly visible formally (i.e., difference in the orthography). This was supposed to cause mismatch if the users’ representations of that node were based on low-level properties, such as visual appearance. The location of the node was not changed in this version. In other words, we expected opposite behavior if compared to experiment 1.

Methods

Participants.  Total of 10 subjects participated in experiment 3 and 5 participated in experiment 4 and they were either paid volunteers or they received a course credit for their participation. One subject in experiment 3 used the menu backwards so that she only seldom went through the critical node in this experiments and, as a consequence, no reliable data was obtained (however, when she eventually confronted the critical node that was changed, she was greatly confused, resulting a long tour of exploration). 

Design. Design was identical to the experiment 1 expect for the critical phase. The first phase and the trial phase were as in experiment 1. 

Materials and procedure. In experiment 3, in the critical post-change phase the putative “orientation node” was located into a position where the subject could not anticipate it, replacing a node that they never use but through which they navigate in executing the tasks. We wanted to test whether they could still respond to its presence. In experiment 4, the location of the orientation node was not changed, but its surface properties were changed keeping its meaning similar. Originally, the node read “translator” (kääntäjä), which was changed into “translation procedures” (käännöstoiminnot): we suppose that these are similar in their meaning, yet somewhat different in their formal properties.

Results

Both experiments provide results that were expected. The results for experiment 3 are provided in the following Figure. This shows the time the users spend on the changed item in both pre-change task and the post-change task:
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Figure 5. Results of experiment 3.

The means were  50 ms and 108 ms for the learning and post-phases, respectively (t = -2.379, p = .040). Thus, it is clear that the subjects reacted to the presence of the orientation node when it was misplaced and occurred in an unexpected location. This means that they were sensitive to its surface properties, contrary to those nodes which were treated differently and whose semantic features were required for the execution of the tasks (Experiment 1).

If we look at the behaviour of the whole tasks instead of the one changed node, there was no statistically significant increase of execution time. However, two subjects tried to orientate themselves in the post-change phase according to the newly appeared (doubled) orientation node, causing plenty of confused active exploration (24 and 96 steps beyond what would be the optimal performance on the task; the execution times for these subjects were 3971 ms and 19129 ms, respectively). We do not currently know the reason for this difference between the subjects, but we hypothesize that it has to do with different overall strategies of exploration. It was the case that most subjects engaged into such an exploration at some later point (end trials), but not in the post-change phase, indicating that they were somehow less sensitive to notice its presence. 

In the experiment 4 we changed the appearance of the orientation node but kept its meaning and location identical. The test instrument detected a statistically significant increase of speed and number of extra steps required to solve the whole problem, assuming that the subject did try to orientate him or herself by using the topmost node in the tree (those few subjects who did not were omitted). These effects could not be due to the change of semantics, but more of the visual outlook of the node. The effects were clear and, in our view, surprisingly persistent in that it took considerable time for the subjects to “adapt” to the change. The results are illustrated in Figure 6.
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Figure 6. Results of experiment 4

Means for the learning and post-phases were 2227 ms and 3509 ms, respectively (t = -4,251, p = 0.013). The subjects were greatly confused, indicating that they were not looking primary for semantic match, but for a more formal match based on low-level properties or visual appearance. 

Hence, it can be concluded that subjects use both semantic and formal features in order to navigate through the menu, and which one is used seems to depend on the characteristics of the task. In particular, the functional utility of a given feature might be a more adequate determinate of whether it is represented in the users’ mind or not. Some nodes might serve in the capacity of “orientation” rather than being semantically relevant to the task.

Discussion

We used a simple menu search environment to test the problem solving behavior of subjects in the context of various theories of such skills. It has become increasingly clear in recent years that the subjects’ behavior is not depended only on the prior representations of the problem, nor on careful planning, but that subjects are more apt to explore the options given to them in order to achieve the designated solution. Hence they might rely on the available external information rather than internal resources. Our experiment provide further evidence for this conclusion .Yet it cannot be denied that, as the subjects acquire more cognitive skills, some explicit, declarative knowledge of the task-environment must be used. But that knowledge need not to be in form of accurate heuristic rules or plans, as they might rely increasingly on familiarity of the items expected, both in terms of formal and semantic features (Howes & Payne, 1990, Payne et al., 2000). 

More particularly, we showed that when the subjects engage into a search, they rely crucially on semantic features – probably the semantic features of the menu labels must match to the ones given in the description of the goal. It has been argued that the reason why deeper menus are ineffective is due to the fact that in such case the semantic distance between the goal and the semantic features of the upper labels becomes too abstract (Snowberry et al., 1985), and we think that the present experiments support this hypothesis further. Nevertheless, many task environment might involve nodes whose function in the problem solving is not semantic, but more formal in that they might server as an “orientation points”. We confirmed this hypothesis in this study and demonstrated that this is indeed the case: subjects thus detect such nodes, not based on their semantics, but based on their syntax. It was also clear that if the syntax was changed, the subjects were greatly confused, meaning that their problem solving was highly depending on these critical nodes. This means that as the subjects extract the relevant features from the task as they gradually learn to master it, they are highly dynamic, extracting only those features which are functional in the context of the given goal. Thus it might be argued that it is not features per se that are important, but their overall functionality with respect of the given goal (Saariluoma, 1995, Saariluoma & Kalakoski, 1998). 

While these facts concern the features the subjects use in their active exploration of the task-environment, they must also develop some idea of the properties of the task-environment, though this might not appear in the form of explicit rules. Indeed, as Mayes et al., 1988  pointed out, a competent user of this kind of system might not be able to recall these properties when asked in another context, and we found support to this view in that, after the subjects were trained to use the menus and the experiment was over, they were required to draw the menu structure as accurately they could from memory. This often resulted very poor and inaccurate representations despite of the fact that the subjects had been very effective in using the computer. Nevertheless, despite of the fact that the subjects might have very impoverished representations of the overall system, they must have some explicit rules stored in order to be guided for where to search, for instance. We provided evidence that this was indeed so by changing the location of one crucial node so as to find out what happens when the subjects putative expectations, if any, would detect that the node is missing. It become obvious that the subjects did have expectations on the position of the node(s), as some subjects – namely those who were competent in the use of the system as measured by overall performance – were in fact very accurate and noted that the node was missing rather instantly. But this does not hold for all subjects, whose representations seemed must more inaccurate. 

Slight changes, namely when they are crucial with respect of the users’ task-specific representations, often lead to long and frustrating explorations of the menu; inessential changes did not lead to such troubles at all. This shows, first, that the test instrument could be used to make further and more accurate prediction on the users’ behaviour, enabling a formation and testing of a detailed models. It also shows, in a dramatic way, that the acquisition of a cognitive skill depends on a very sensitive way on task-specific representations whose nature is determined by their functional utility in the solving of the tasks.

APPENDIX 1

The structure of the menu (in English)
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All critical nodes are shown. Brackets (. . .) involve one more layer of options.
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� Turning is similar in meaning with translation, maybe even more in Finnish than in English. This is because in Finnish one morphological variant of the word translation is homonymous with turn. More specifically, one could reduce the valency of the word by morphological means in Finnish (e.g., redden – red), and when this morphological change is applied to the nominal translation/translating (kääntäminen), it results a homonymy for turning (kääntyminen). This fact might add to the increased similarity of content I felt between turning and translating.


� More subjects could and should be taken. Note, however, that some results are statistically significant already.


� Maybe it is because of the positioning of the changed letter. We must control this by doing another experiment.
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